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Abstract

In this study, we present a model to detect user confusion in an
online interview dialogue using conversational agents. Conver-
sational agents have gained attention for reliable assessment of
language learners’ oral skills in interviews. Learners often face
confusion, where they fail to understand what the system has
said, and may end up unable to respond, leading to a conversa-
tional breakdown. It is thus crucial for the system to detect such
a state and keep the interview going forward by repeating or
rephrasing the previous system utterance. To this end, we first
collected a dataset of user confusion using a psycholinguistic
experimental approach and identified seven multimodal signs
of confusion, some of which were unique to an online conver-
sation. With the corresponding features, we trained a classifi-
cation model of user confusion. An ablation study showed that
the features related to self-talk and gaze direction were most
predictive. We discuss how this model can assist a conversa-
tional agent to detect and resolve user confusion in real-time.
Index Terms: conversational agents, oral proficiency interview,
computational paralinguistics, confusion detection

1. Introduction

Assessment is a crucial step in language learning; however,
assessment of oral proficiency currently has relied heavily on
human-led interviews, which is costly and possibly biased with-
out extensive rater training [1]. In recent years, conversational
agents have gained attention for delivering a low-cost and reli-
able speaking test [2, 3]. One key challenge for such agents is
to adaptively change their conversational strategies in response
to the users’ affective state. Especially, users with low oral pro-
ficiency will often fail to understand the system utterance and
become confused.

When confused, the user might explicitly request help,
which can be detected relatively easily using methods such as
pattern matching. However, in many cases, users would become
lost in thought or wait for the system to assist them, failing to
give a verbal response. If the user is left in such a state for too
long, the conversation might break down, or users may lose en-
gagement, both of which are critical for an assessment. A sim-
ple timeout strategy is not viable, as it may cut off users who
are not confused but simply formulating what to say. Confused
users tend to show signs such as producing fillers and frowning.
Therefore, it is essential for the system to promptly detect these
multimodal signs and give assistance. Previous studies have at-
tempted to detect user confusion in task-oriented [4, 5] or chat-
oriented dialogue with language learners [6]. Given our work
focuses on the confusion in a chat-oriented online conversation,
the difference in conversational settings may question the appli-
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cability of previous findings. For instance, since there are no
task-related objects present that the user may stare or point at,
signs of confusion can be delivered differently. Meanwhile, on-
line conversation provides different causes of confusion, such as
audio loss due to a bad network connection. Additionally, little
has been examined about how the models proposed in previous
studies can be applied in dialogue systems to resolve confusion
in real-time.

In this study, we present a model for predicting the confu-
sion of language learners in an online interview dialogue. One
of the main challenges is the low availability of data. Confusion
does not frequently occur in a real conversation, even with lan-
guage learners. Moreover, given that the signs of confusion can
significantly vary across users, even with a large amount of in-
teractional data, it is not feasible to observe and learn valuable
features end-to-end. Considering these characteristics of con-
fusion and its signs, previous works have attempted to identify
relevant signals and device predictive features [7, 8]. To better
understand the phenomenon of confusion and its realization in
conversation, we adopted a psycholinguistic approach to elicit
learner confusion through linguistically manipulated interview
questions (e.g., pseudo-words, silence insertion) [6]. Using the
dataset of confusion, we identified characteristic signs of confu-
sion and crafted feature extractors. We then trained a classifica-
tion model to detect confusion and conducted an ablation study
to identify the features with the optimal level of predictability.
Lastly, we conclude our paper by discussing how this model
can assist a conversational agent in detecting and resolving user
confusion in real-time.

2. Related work

Confusion has been studied concerning the application of tu-
toring systems. Features in various modalities have been used
to predict confusion, such as prosody [9], gaze [10], facial ex-
pression [11], and head movement [5]. Confusion has also been
examined in task-oriented dialogues [4], where the user is re-
quired to solve some problems through the interaction with an
interlocutor. However, confusion in these works occurs from
various difficulties in the task, such as requiring a novel per-
spective or contradicting information being present. Signs of
confusion subsequently could have differed from our setting,
that is, a more chat-oriented dialogue, where there are no task-
related objects the user may point or gaze at.

In most related work, Cumbal et al. [6] detected confusion
among language learners in a conversation practice with a social
robot, controlled by a WoZ operator. However, the applicability
of their model to real-time confusion detection should be care-
fully discussed because the detection of confusion takes place
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when the operator selected the next system utterance, which is
not obtainable in reality. From the perspective of the current
study, another difference lies in the mode of conversation. Cum-
bal et al.’s model was trained based on the face-to-face interac-
tion data, whereas our target context is an online conversation.

Taken together, we focus on identifying characteristic signs
of confusion in an online interview conversation and handcraft
features so that detection can be achieved using a small amount
of data. We also show how this model can be used to detect and
resolve confusion in real-time.

3. Data collection
3.1. Confusion elicitation procedure

As confusion does not occur frequently, we decided to effi-
ciently elicit confusion by expanding on an experiment design
by [6]. In the original experiment by Cumbal et al., a social
robot asked various questions to the user. Some of the ques-
tions were manipulated by increasing lexical complexity, and
increasing the speaking rate of the text-to-speech (TTS). These
manipulations, however, do not cover other possible causes of
confusion.

According to Levelt [12], speech comprehension entails
different processes, and they proceed in the following order:
speech sound recognition, spoken word recognition, retrieval of
word meanings, and sentence parsing and establishing the men-
tal representation of the text. From the perspective of speech
comprehension mechanisms, the aforementioned manipulation
in Cumbal et al.’s work can only enhance the demands on the
second and third processes of speech comprehension. To better
understand learner confusion and its possible signs comprehen-
sively, it is essential to elicit confusion, shedding light on the
other processes of speech comprehension. More specifically.
it can be hypothesized that the reaction to the breakdown in
the course of speech comprehension can be different according
to which processes experience breakdown. Consequently, the
system may be able to detect confusion regarding different ob-
servable cues. For example, breakdowns in the recognition of
words can be better dealt with by repeating the previous ques-
tion slower, whereas breakdowns in the parsing of sentences can
be addressed by rephrasing with a simpler sentence structure.

Therefore, in our data collection, we added two additional
manipulations, focusing on the processes of speech recognition
and sentence parsing. The first manipulation was done by si-
lencing some part of the system utterance, resembling the situ-
ation in an online conversation where the speaker’s utterances
can be silent due to the poor internet connection. The second
was operationalized by the grammatical complexity of utter-
ances, which was achieved by increasing the sentence length
in words and adding subordinate clauses without changing the
meaning of the utterances. We also slightly adapted the orig-
inal manipulation of lexical complexity by inserting pseudo-
words, instead of using existing infrequent lexical items, so that
the user would be likely to experience breakdowns in the lex-
ical processes (i.e., spoken word recognition, lexical retrieval).
A list of the cause of confusion and its elicitation method is
shown in Table 1. Note that we did not include the manipulation
based on the final process of establishing the mental representa-
tion. This process is achieved regarding the user’s background
knowledge, meaning that the demands on this process cannot be
manipulated systematically.
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Figure 1: A user (left) showing signs of confusion by averting
gaze from screen and self-talking when the agent (right) asked
a question.

3.2. WoZ data collection

Forty-seven Japanese learners of English participated in the
data collection. All participants were university students at
a Japanese private university, with varying English oral profi-
ciency.

With the aforementioned manipulations, we prepared a sce-
nario for an online interview for language assessment. We used
the InteLLA virtual agent[13] and controlled it in a Wizard-
of-Oz (WoZ) style, where an operator selects the system ut-
terance from a list of possible actions. The agent was able to
repeat or rephrase the utterance to assist users in the case of
confusion. The interview was designed to be completed in ap-
proximately six minutes. Four of the system utterances were
swapped with each type of manipulation. The manipulation was
spread throughout the conversation so that participants did not
notice that the whole interview was set up to elicit confusion,
and lose motivation.

Users were questioned on multiple topics, such as “favorite
season” and “pros and cons of social media”. Users joined
the interview with the virtual agent in a video chat setting via
their personal devices, and the entire conversation was video-
recorded. Figure 1 shows a screenshot of the recording with the
user showing signs of confusion.

3.3. Annotation

Signs of confusion may appear while the system is still speak-
ing. We therefore clipped five seconds of user recording, start-
ing from two seconds before the end of system utterance as a
single data sample. Videos were clipped every second in a slid-
ing window to augment data samples until either the system or
user took the turn. If the user began speaking within three sec-
onds of the system’s end of utterance, the system can simply
wait without any consequence, therefore the video clip was re-
moved from the subsequent data analysis.

Next, we labeled each data as either “confused” or “not-
confused”. Labels for each data were assigned automatically
based on the following action of the user or system. If the
user asked for clarifications, or if the system assisted the user
through repetition or rephrasing, the data was labeled as con-
fused. The remaining data were labeled as not-confused. A
total of 372 confused, and 155 not-confused samples were ob-
tained.

Initially, the confused data were categorized into four sub-
categories based on the four conditions of confusion elicita-
tion. This is because in our precursor project where we col-
lected interview data by human interviewers, the interviewers
were able to detect the source of confusion and give appropri-
ate assistance. Assistance included slowing the speed of deliv-



Cause of Confusion Elicitation Method

Examples

Failed to recognize sound
Failed to recognize word

Failed to retrieve word meaning
Failed to parse and sentence

Silencing part of utterance
Increasing speech rate
Mixing non-existing words

Increasing grammatical complexity

”What is your -

Doubling the speech rate of the synthesizer

”Can you evice me your deningham?”

”Could you tell me about your friends you feel closest to?”

Table 1: Causes of confusion and its elicitation method.
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Figure 2: Confusion matrix for predicting the cause of user con-
fusion by a human annotator. The possible causes are (D)Failed
to recognize sound Q)Failed to recognize word Q)Failed to re-
trieve word meaning @ Failed to parse and sentence.

ery and rephrasing to simpler sentences. Despite this fact, our
preliminary result based on the current data revealed the diffi-
culty of predicting the cause of confusion, as shown in Figure
2. Many cases were misclassified as confusion caused by an er-
ror in earlier stages of the comprehension process. For instance,
the confusion that was elicited by the failure to recognize words
(@) was commonly misclassified as the failure to recognize the
sound ((D). This is because the error in the previous step prop-
agates to the next step. If a user fails to recognize the sound,
they will certainly not be able to recognize the word, and it is
hard to predict the initial cause of the error. Another key in-
sight is that it is hard to discern the cause of confusion using
only user image and audio information. In reality, human in-
terviewers would consider additional information, such as the
linguistic difficulty of their own utterance and the listener’s oral
proficiency and knowledge level, to deduce the cause of the er-
ror. Using such information is out of the scope of this study,
therefore we resulted in the binary prediction of confusion, and
leave the classification of causes for future studies.

4. Confusion detection
4.1. Feature extraction

Through analysis of the data samples, we identified seven char-
acteristic signs of confusion, many of which often appeared in
combination. We explain each sign and the feature extraction
method below.

* Increased blinking: The frequency of blinking often in-
creased. We extracted the activity of action unit (AU) 45
which corresponds to blinking.

¢ Averting gaze from screen: A common visual cue was
to stare away from the screen. Since it is sufficient to
know that the user is staring away from the screen, and
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not the direction, we calculated the absolute distance be-
tween the current gaze direction and the direction of the
screen. The direction of the screen was estimated by cal-
culating the average gaze direction during the first 10
seconds of the dialogue when the user is likely staring
at the agent.

* Rapid head movement: Some users rapidly rotated
their heads from left to right. We extracted absolute rota-
tion of the head from the position when they are staring
at the screen, similar to gaze direction.

* Rapid eye movement: Similar to the previous sign, but
some users fixed their heads while their gaze moved from
left to right. We used the same features as “averting gaze
from screen”.

* Moving the face towards screen: Some users moved
their faces closer to the screen to inexplicitly indicate I
could not catch what you said, so please repeat”. This
is a feature rather unique to an online conversation. We
calculated the head rotation and horizontal distance be-
tween the screen and head.

« Silence: One simple but common reaction was complete
silence. we used voice activity detection (VAD) to detect
the absence of user utterance.

o Self-talk: Self-talks are utterances that are not directed
at the interlocutor, and users would often repeat words
or parts of a sentence to try and make sense of what they
heard. For human listeners it is easily distinguishable
with utterance directed towards the interlocutor, how-
ever, there has been little work on it’s automatic detec-
tion. The main difference is it being very quiet and ut-
tered while the user is looking away from the screen. We
calculated the relative loudness by dividing the current
user loudness by the mean loudness of all previous utter-
ances.

Voice activity was detected using the Python WebRTC-
VAD library', and Head position, gaze direction, and AUs were
extracted using OpenFace [14]. All features were extracted for
every 40 milliseconds. Since some signs shared the same fea-
ture, a total of six features were extracted every frame; voice
activity, relative loudness, AU 45 intensity, gaze distance from
the screen, head rotation, and head distance from the screen.

4.2. Model Training and Evaluation

To capture the temporal dependencies of the features extracted
in the previous section, we built a neural network classifier us-
ing Long Short-Term Memory (LSTM). We used 70% of the
data for training, and the remaining 30% for evaluation. The
not-confused class was oversampled to reduce the effect of data
imbalance. To identify the most predictive features, we also
performed an ablation study by excluding one feature at a time,
as well s using only audio or visual features.

Uhttps://github.com/wiseman/py-webrtcvad
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Figure 3: Examples of adaptive dialogue flows by detecting and resolving confusion in real-time. Right after the end of the system’s
sentence (EOS), the system starts monitoring the user’s behaviors until the minimum waiting time (D). In case (A), the system detected
the user’s confusion and instantly repeated the previous utterance. In case (B), the system did not detect any confusion, meaning the
user was still thinking and waited for a small time interval until the user started speaking. In case (C), confusion was initially not

detected, and the system extended the waiting time (Q)).

Model Acuracy Precision Recall F1

Full Model 0.808 0.694 0.641 0.667
w/o head rotation 0.663 0.517 0.769 0.619
w/o head distance 0.767 0.579 0.564  0.571
w/o gaze distance 0.735 0.500 0.564  0.530
w/o relative loudness  0.792 0.490 0.590 0.525
Visual only 0.776 0.470 0.800 0.591
Audio only 0.668 0.413 0.795  0.544

Table 2: Confusion classification result for model using all fea-
tures, and ablation study.

Classification results of the full model and ablation study
are shown in table 2. For the ablation study, only the results for
the top four contributing features are shown. First, we observe
that using all features results in the highest score for all mea-
sures, surpassing the majority baseline accuracy of 0.706. Some
signs required a combination of features to predict, and this is
likely the reason for this result. From the ablation study, we see
that removing relative loudness reduces the F1 score the most.
While other features dynamically change even for the case of
”not-confused”, self-talk which is related to relative loudness
only occurs when the user is confused. Therefore it is plau-
sible that this was the most predictive feature of all. Finally,
the combination of visual features was more predictive than the
combination of audio features, which agrees with the result in
[6], showing that visual features tend to be more informative for
the detection of states related to confusion.

5. Adaptive interview scenario

In this section, we explain how the model in section 4.2 can
be used in a dialogue system to detect and resolve confusion in
real-time while avoiding interruption. As shown in Figure 3, the
system will initially wait for the minimum wait time (e.g. 3.0
sec.). If the user replied to the question or asked for help, such
as repetition, there is no need for detecting confusion. However,
if no response was registered, the probability of confusion will
be calculated using information up to that point. If the probabil-
ity was above the threshold, the user will be assisted by either
a repetition or rephrasing (A). If the probability was below the
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threshold, the system would wait for a small time interval (e.g.
1.0 sec.). If the user responded within that interval, confusion
is automatically resolved (B). However, if no response was reg-
istered, confusion probability will be calculated again, and the
system would either decide to help (C) or wait for another in-
terval. This process will be repeated until the max wait time
is reached, at which point the system will assist the user. This
allows the system to assist the user as early as possible while
avoiding interruption.

6. Conclusion

Detecting and resolving user confusion is crucial for avoiding
conversational breakdown, and keeping the user engaged in the
interview. In this paper, we presented a model to detect user
confusion in a online interview dialogue. Firstly, we built a
robust confusion detection model by identifying characteristic
signs of confusion. We identified seven multimodal signs, some
of which were unique to online conversation, and extracted six
related features. Through feature-engineering, we were able to
extract relevant information and train a LSTM model showing
good classification result, given the small amount of data. Self-
talk and gaze direction were shown to be the most predictive
features. Secondly, we presented a model for detecting and re-
solving confusion in real time. The model can incrementally
detect user confusion, enabling conversational agents to assist
the user in a timely manner, while avoiding interruption.

One limitation of our work is that we only collected data
from Japanese English-learners, and it is unclear to what extent
the signs of confusion are the same with users of other back-
ground. Detecting the cause of confusion will enable the system
to assist users in a more appropriate manner, which is likely to
improve engagement. However our preliminary result showed
that more context, such as the difficulty of the system utterance,
and user knowledge were necessary to achieve this. We would
like to explore such directions in future work.
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